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« Of course, we never install MongoDB in this course...
« We
— docker run —d —p 27017:27017 mongo:3.4

And can now contact our mongo db using
— localhost:27017

But... What happens to the data we write to it???

Exercise: Any ideas?



/v You probably guessed right!
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« Docker container = onion type file system
— MongoDB writes in files in /data/db
— ... Which are in the container’s file system

* ... which is simply destroyed when the container is
removed...

« [Uhum, this is actually not correct...]
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« The old way of handling this is bind mounts

— Docker run lv ~/my-mongo-data:/data/demongo:3.4

« This mounts a local folder on host as though it was a
folder within the container

— Net result:

 All data is persisted on the host! [8) Container tmpfs

bind mount
mount volume
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 New way: Named Volumes

Volumes are the preferred mechanism for persisting data generated by and used by Docker containers.
While bind mounts are dependent on the directory structure of the host machine, volumes are completely
managed by Docker. Volumes have several advantages over bind mounts:

& Volumes are easier to back up or migrate than bind mounts.

* You can manage volumes using Docker CLI commands or the Docker API.

¢ YVolumes work on both Linux and Windows containers.

* Volumes can be more safely shared among multiple containers.

* Volume drivers let you store volumes on remote hosts or cloud providers, to encrypt the contents of
volumes, or to add other functionality.

¢ New volumes can have their content pre-populated by a container.
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° St'” the fOIder in the ggit:: ?ﬁﬁw?tﬁdr[néeazflgsgﬂp 3306:3306 --network=oknet \
: -e MYSQL_ROOT PASSWORD -
container, but now S
just a ‘volume’ as
source.

* Now this folder is ‘rewired’ to some persistent area,
managed by Docker

--mount 'source=ma ' t=/var/lib/mysql’

csdev@m51:~/proj/ok-case-study$ docker volume inspect mariadb

csdev@m51:~/proj/ok-case-study$ docker wvolum : c

{DRIVER VOLUME NAME  "CreatedAt": "2019-12-13T13:55:13+01:00",
local 3a4766 Ob4 local",
local 8 f 98 abels": null,

local - Aaf29a76 0 "Mountpoint": "/var/lib/docker/volumes/mariadb/ data",
. A ErmOAAT - _ "Name": "mariadb”,

local '-:'!:h:'f%]*ldT]_‘.'.-“:.-“:.-""-‘].'-:'??En_;.-__. il "Options”: null,

local mariadb "Scope”: "local”
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